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The AI Act and fundamental rights

AI Act aims to:
• foster the development, use and uptake of AI in the 

internal market 
• create the ecosystem of trust by seeking to ensure 

protec<on of safety, fundamental rights and EU’s 
values

Ensuring a high level of protec<on for fundamental 
rights requires also to introduce the prohibi<ons of 
certain AI-prac<ces that violate fundamental rights



Fundamental rights risks

• Human dignity
• Privacy and data protec3on 
• Non-discrimina3on
• Freedom of expression 
• Freedom of peaceful assembly 
• etc.

“The clearest dis3nc3on between AI systems in authoritarian countries 
and AI systems in democra3c countries is the use of facial recogni3on for 
mass surveillance. Such indiscriminate ongoing surveillance is intended 
precisely to coerce social behaviour and to control popula3ons”
CAIDP. (2021). Statement on Proposed EU AI Regula>on.



Calls for the red lines 

“AI systems should not be used for social scoring and 
mass surveillance purposes”

UNESCO Draft Recommendation on the Ethics of Artificial 
Intelligence, para 26.



Calls for the red lines 

The United Na,ons High Commissioner for Human Rights 
recommends the States:
• Expressly ban AI applica,ons that cannot be operated in 

compliance with interna,onal human rights law and impose 
moratoriums on the sale and use of AI systems that carry a high
risk for the enjoyment of human rights, unless and un,l adequate 
safeguards to protect human rights are in place

• Impose a moratorium on the use of remote biometric recogni,on 
technologies in public spaces, at least un,l the authori,es 
responsible can demonstrate compliance with privacy and data 
protec,on standards and the absence of significant accuracy issues 
and discriminatory impacts […]

Report of the United Na0ons High Commissioner for Human Rights 
“The right to privacy in the digital age”, 2021.



Calls for the red lines
European Parliament calls for:
• a moratorium on the deployment of facial recogni7on systems for 

law enforcement purposes that have the func7on of iden7fica7on 
unless strictly used for the purpose of iden7fica7on of vic7ms of 
crime, 

• the prohibi7on of the use of automated analysis and/or recogni7on 
in publicly accessible spaces of other human features, such as gait, 
fingerprints, DNA, voice, and other biometric and behavioural 
signals

• a ban on the use of private facial recogni7on databases in law 
enforcement

European Parliament resolu1on of 6 October 2021 on ar1ficial intelligence in criminal 
law and its use by the police and judicial authori1es in criminal maAers 
(2020/2016(INI))





Risk-based approach in the AI Act

Unacceptable risk

High risk

Limited risk

Minimal risk



Prohibited AI prac0ces
1) the deployment of subliminal techniques beyond a person’s 

consciousness
2) the exploita:on of vulnerabili:es of specific vulnerable groups
3) social scoring for general purposes done by public authori:es
4) the use of 

i. real-:me 
ii. remote 
iii. biometric iden:fica:on systems
iv. in publicly accessible spaces
v. for the purpose of law enforcement,
An exhaus:ve list of excep:onal cases in which the prohibi:on does 
not apply



The need to remove exceptions and loopholes



Legal requirements for high-risk 
AI systems
• Risk assessment and mi,ga,on 
• High quality of data sets used
• Technical documenta,on and record-keeping
• Transparency and the provision of informa,on to users
• Human oversight 
• Robustness, accuracy and cybersecurity
• Ex-ante conformity assessment

o through internal control checks 
o with the excep,on of remote biometric iden,fica,on systems 

that would be subject to third party conformity assessment
Third party conformity assessment should be required in all cases
No reference to the rights of individuals as well as complaints and 
redress mechanisms 



Compliance with data protec1on 
law
• The fact that an AI system is classified as high risk should not be 

interpreted as indica:ng that the use of the system is necessarily 
lawful under other acts of EU law or under na:onal law, such as on 
the protec:on of personal data, on the use of polygraphs and 
similar tools or other systems to detect the emo:onal state of 
natural persons.

• The AI Act should not be understood as providing for the legal 
ground for processing of personal data, including special 
categories of personal data, where relevant.

(Recital 41 )

EDPB and EDPS recommends to  introduce a clear obliga:on to 
comply with data protec:on law.



High-risk AI systems
Areas listed in Annex III, including:
• Biometric identification and categorisation of natural persons
• AI systems used in law enforcement, including:

o for making individual risk assessments of natural persons in order 
to assess the risk for offending or reoffending or the risk of 
potential victims of criminal offences

o predicting the occurrence or reoccurrence of an actual or 
potential criminal offence based on profiling of natural persons or 
assessing the personality traits and characteristics or past criminal 
behaviour of natural persons and groups

o AI systems used as polygraphs and similar tools or to detect the 
emotional state of a natural person



Biometric categorisa-on and 
emo-onal recogni-on 

AI Act proposal classifies as:
• limited risk systems  with limited transparency rules 
• high risks AI system, e.g. in the areas of education, 

employment, law enforcement, migration

However, these AI systems:
• raise significant risks to human dignity, autonomy, the 

right to privacy, non-discrimination and other 
fundamental rights

• no scientific evidence proving their abilities



Reconsidering the classifica1on of high-risk 
and limited risk AI systems
Calls for ban on:
• any use of AI for an automated recogni7on of human features in 

publicly accessible spaces - such as of faces but also of gait, 
fingerprints, DNA, voice, keystrokes and other biometric or 
behavioral signals - in any context, 

• biometric categorisa7on, for both public authori7es and private 
en77es

• the use of predic7ve systems by law enforcement authori7es that 
determines and classifies person’s future behaviour 

• the use of AI to infer emo7ons of a natural person, except for 
certain well-specified use-cases, namely for health and research 
purposes. 

EDPS, EDPB, Joint Opinion 5/2021, endorsed by EDRI, CAIDP, ALLAI etc. 



Lessons and warnings for European countries 



CUPP 

• Brings together seven partner 
organisations from Denmark, 
Norway, Latvia, Estonia and the 
United Kingdom to explore the 
digital transformation of law 
enforcement and its impact on 
crime detection and prevention
• aims to identify and critically 

assess the effects and impact of 
data-driven police technologies 
on society and end-users.



National case studies
DENMARK General crime • POL-INTEL - Intelligence-led policing platform

NORWAY Youth crime/gangs • Risk assessment tools

LATVIA Road traffic safety • Future Intelligent Transport Systems

• Unmarked police bus with a 360-degree camera, drones

• Drones

• Smartphone apps allowing citizens to report crimes and 

incidents

ESTONIA Data instead of humans on 

the move

• Genetic engineering (CRISPR-Cas9)

• E-residency and digital migration

• Border control & smart city

SWEDEN Enhancing policing power for

security guards

• Gothenburg’s Brunnsparken, private security

UNITED 

KINGDOM

Urban public space policing • London’s St Pancras, facial recognition system



Norway: Forecasting future crimes & criminals

Focus: Predic've policing as a tool 
for reducing uncertainty and risks in 
the Norwegian police.

Case studies: exploring differences 
in the use of predic've policing 
efforts, depending on whether data-
driven algorithms are integrated in 
the so>ware program or not. 
Comparing Denmarks Pol-Intel



Norway: Data collec.on (2019-2024)
• 2019: Intelligence to prevent youth crime, gangs and 

violence in South Oslo, 10 interviews, 8 observa@ons

• 2021-23: Risk assessment tool – risk-need (with Pernille S. Eriksen)

• Analysis policy documents and 10 interviews with decision-makers and soLware 

engineers, 15 interviews with OP Super and other relevant cases/direct observa@on

(CUPP)

• 2021-24: Interviews and observa@ons Algorithm goverance and policing

cultures (ALGOPOL, NRC) – with Chris@n Wathne & Tereza K. Østli

• in police districts, special units and collaborators, soLware engineers, decision makers 

and developers

• document and analysing data registrers



Analysing shi* towards big data surveillance
• To what degree are discre/onary assessments of risk supplemented and 

quan/fied using risk scores?
• To what degree are data used for predic/ve, rather than reac/ve or 

explanatory, purposes?
• To what degree makes the prolifera/on of automa/c alert systems it 

possible to systema/cally surveil an unprecedentedly large number of 
people?
• To what degree is the threshold for inclusion in law enforcement databases 

lower, now including individuals who have not had direct police contact? 
• To what degree are previously separate data systems merged, facilita/ng 

the spread of surveillance into a wide range of ins/tu/ons?



Thank you!


